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A B S T R AC T

The advent of data-intensive services needs quality Internet services. This in turn, makes Quality

of Experience (QoE) gain prominent recognition in the telecommunications industry. Ethio tele-

com uses network Quality of Service (QoS) monitoring data obtained from Network Manage-

ment Systems (NMS) tools to comprehend its network performances. However, as QoS measure-

ment refers to network performances, this method does not generally give QoE data as per-

ceived by the user. Therefore, QoE estimation models are proposed as solutions in the literature,

recently.

This study focuses on developing QoE estimation models using QoS features of round-trip time

(RTT), jitter, loss rate (LR) and throughput, and QoE scores collected using Application for pre-

diCting QUality of experience at Interne Access (ACQUA)-based crowdsourcing in Universal

Mobile Telecommunication Systems (UMTS) networks in a real-time basis. Data preparations

techniques such as data cleaning and dataset imbalance corrections have been applied to the

collected datasets. Machine Learning (ML) algorithms of Arti�cial Neural Network (ANN), K-

Nearest Neighbor (KNN) and Random Forest (RF) are selected based on their suitability for multi-

label problems. After training these models developed, they are evaluated using commonly used

performance metrics such as accuracy, Root Mean Square Error (RMSE) and Receiver Operating

Characteristics (ROC).

Experimentation results exhibit that RF with an accuracy of 98.39%, is the best model while

KNN and ANN achieve 87.47% and 77.59% overall accuracy, respectively. As a conclusion, all

three models achieve acceptable performances. As a conclusion, our QoE estimation models if

implemented can help Telecommunications Service Providers (TSP) in estimating user QoE in

real-time.

KEYWORDS

Universal Mobile Telecommunication Systems, Quality of Service, Quality of Experience, Su-

pervised Machine Learning, Quality of Experience Estimation Models
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1
I N T R O D U C T I O N

High data rates become essential for Internet services. Users’ preference of data-intensive ser-

vices such as multimedia access, online streaming, online Internet gaming and video conferenc-

ing have led to the generation of huge data tra�c and it will only get bigger in the future, where

everything is believed to be interconnected. To suport it, mobile video tra�c as forecast by Er-

icsson will account for 74% of all mobile data tra�c in 2024 [1]. AS found in a report by Cisco

[2], mobile tra�c will represent 20% of the total Internet Protocol (IP) tra�c and smartphones

will surpass 90% of all mobile data tra�c by 2022. Moreover, as predicted in [3], total mobile

subscribers across the globe are expected to surpass 5.5 billion in 2022, as shown in Figure 1.1.

Therefore, TSPs are moving from the existing QoS-centric based quality managements to the

more end-user-centric QoE-based quality management approaches. Since QoE-based quality man-

agement practices focus on network performances of a telecommunications services, it not been

successful, QoE will overtake this approach. QoE approaches are now recommended in the lit-

erature to improve Internet services quality. QoE’s prominence is largely due to its user focus

rather than the services themselves. QoE unlike QoS, is a subjective metric concerned with hu-

man dimensions involving user perception, expectations and experiences [4].

International Telecommunications Union (ITU) de�ned QoS as "The totality of characteristics of

a telecommunication service that bear on its ability to satisfy the stated and implied needs of the

user of a service" [5]. On the other hand, ITU de�ned QoE as an “ Overall acceptability of an

application or service, as perceived subjectively by the end-user”. More convenient QoE de�nition

by ITU seems, “The degree of delight or annoyance of a user of an application or service” [5].

Moreover, [6] and [7] de�ned QoE as "An overall user perception about a product or service". The

authors in [8], also de�ned QoE as “The assessment of human expectations, feelings, perceptions,

cognition and satisfaction with respect to a particular product, service or application”.

To monitor and ensure Internet quality at the user level, the concept of QoE is more appropriate

than QoS. This is due to QoE’s inclusion of various factors which are not included in the QoS

approach such as expectations, perceptions and feelings of the individual user [9]. Evidently,

QoS places more focus on the technical aspects of telecommunications networks; whereas, QoE
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Figure 1.1: The Growth of Mobile Subscribers [3]

focuses more on end-user satisfaction. Internet video streaming services like other services’

are mainly a�ected by network QoS parameters or network QoS features consisting of a delay,

throughput, jitter, packet loss, bit-rate, bandwidth and signal strength [10]. However, researches

are still attempting to identify the most in�uencing techniques used to measure QoE as accurate

as the users of a service.

Telecommunications systems are communication infrastructures which can basically be divided

into core, distribution, access and/or application domains. Quality and consistent network is im-

portant to ensure quality in UMTS networks. One thing that needs a note here is; however, qual-

ity of Internet services especially video streaming services can be a�ected by various network-

dependent, application-speci�c, content-based, business and context-oriented factors [11] and

[12]. Therefore, for multimedia service providers, understanding the degree of in�uence of var-

ious QoS factors on user QoE is a priority.

1.1 background of ethio telecom

Ethio telecom is a state-owned and sole telecom operator in Ethiopia. Its customer base is grow-

ing fast that Ethio telecom becomes the largest mobile operator in Africa in 2017 in terms of

subscriptions [13]. As of June, 2019, Ethio telecom has approximately around 35.94 Million mo-

bile customers, out of which around 20% are Internet users [14]. Because of the tremendous
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demand for data-intensive services, Ethio telecom faces issues such as service capacity, avail-

ability and accessibly problems. Sometimes, it is evidently di�cult to access Internet data using

Third-Generation (3G) networks in Addis Ababa, the capital city of Ethiopia; where, data collec-

tion used for our experimentation is done.

In Ethio telecom, Key Quality Indicators (KQI) metrics used to analyze network performances

are poor connectivity signal, low video starting success, video play interruption, frequent video

stalling (delaying) or frequent play disconnection during online streaming. Most of these are

what customers experience as end-users in de�ning quality of Internet services. User QoE de-

pends not only on network QoS factors, but also by other issues such as type of application,

equipment used, service type or contextual things. For example, network quality might be good

for someone who uses a laptop to watch YouTube video online, but it might not be as good for

someone who uses her/his mobile for Facebook video streaming service.

In assessing end-user QoE, users are the perfect quality measurement means, because they are

the ultimate witnesses of any product or service. In Ethio telecom, mobile Internet services

quality are monitored and analyzed using KQI performance data collected from NMS tools. These

techniques as stated in [9] are focused on network performance from the access point to the core

network. In other words, NMS tools do not indicate quality conditions between access network

and the end-users’ applications. So, performance information collected by NMS does not re�ect

the very end-users’ satisfaction level and the crucial point i.e. QoE is missed out.

Therefore, QoE approach helps to look at how users are perceiving quality to the advantage of

improving both users expectations and operators’ better decision making. This is because, mak-

ing better decision needs getting reliable and accurate end-user QoE information. Thus, there

must be a new approach to capture end-users QoE perceptions subjectively [10]. Figure 1.2a

depicts Internet service satisfaction survey results conducted by Ethio telecom’s Marketing

Research and Intelligence Department in June, 2018. Figure 1.2a shows Internet services popu-

larity among customers and online video streaming takes 31.4% of all the services included in

the survey. Figure 1.2b shows that Internet browsing quality-related information obtained from

NMS for the same month of June 2018.

In contrast to survey results, NMS-based KQI monitoring analysis results show that overall video

quality is around or even sometimes above the threshold set by Ethio telecom for video stream-

ing services as shown in Figure 1.2b. This indicates, most users experience acceptable online

video streaming services using UMTS networks in Ethio telecom. The thresholds for acceptable
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(a) Survey Results per Service Type (b) Network Performance from NMS

Figure 1.2: Customer Internet QoE Survey [16] vs Network Performance obtained from NMS [17]

network performances are set by Ethio telecom together with its vendors like Huawei Tech-

nologies Co., Ltd. However, according to the user survey analysis results mentioned above [16],

only 14.2% of the participants are satis�ed by the Internet services they get [17].

The gap can occur in any TSP globally. This can be due to fact that NMS tools emphasize on

the network QoS performances. A survey conducted on 362 TSPs worldwide yielded that 80% of

TSPs believed, they o�er superior customer experience looking at their network performances.

However, their customers agreed only 8% of them were really delivering [18]. This shows that

existing network performance-based quality management approaches may not be e�ective in

capturing user experiences.

1.2 statement of the problem

Poor Internet service results in degraded user QoE and high dissatisfaction. This in turn, may

result revenue losses in the TSP side. As solutions, Ethio telecom currently uses both NMS tools-

based network monitoring and user surveys. However, the existing approaches drawbacks are:

• NMS Tools - Uses network performance KQI data obtained from NMS. It indicates more of

network performance, but not user experiences. Thus, it is di�cult to estimate end-user

QoE and map it to quanti�able scaled QoE numbers.

• User Surveys - Used to collect actual user QoE of a service. However, surveys are ex-

haustive, too expensive and time-consuming. Additionally, they often involve a handful

of users, making it di�cult to determine on the total population.

To solve this, ML prediction models can objectively estimate end-user QoE using network QoS

conditions. Therefore, if implemented, our solutions may e�ectively capture user QoE. Accord-
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ing to [15], existing state-of-the-art QoE estimation solutions usually use synthetic datasets col-

lected from experimental setups or software simulations. However, our solution will be built

using UMTS tra�c collected from actual actual YouTube video streaming experiences in UMTS

networks.

1.3 objectives

1.3.1 General Objective

The research work has an objective of proposing ML-based estimation models that can predict

service user QoE for Youtube-based streaming in UMTS network.

1.3.2 Speci�c Objectives

The speci�c objectives of the study are:

• To identify QoS factors impacting Internet video streaming service user experience;

• To build dataset using suitable data collection techniques;

• To develop QoE estimation models using ML-based techniques;

• To analyze the performance of these estimation models;

• To �nally recommend the most accurate QoE estimation models based on our �ndings.

1.4 scope and limitation of the study

The study aims to provide end-user QoE estimation solution for video streaming services using

selected UMTS QoS features. Though there exist some Internet video streaming applications,

our crowdsourcing technique is limited to ACQUA-based YouTube streaming services. Secondly,

though di�erent factors can a�ect user QoE, the study uses only selected network level down-

link measurements.

1.5 contribution of the study

Our solutions if implemented may improve the way quality is monitored in TSPs and our �nd-

ings may be used as inputs to the research areas community, because:
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• The correlation results between QoS factors and QoE may help in understanding factors

that are more in�uential for Internet quality degradation in streaming services.

• The proposed QoE estimation solutions may potentially be applicable for real-time QoE

network monitoring and assessment in more accurate and e�cient ways.

• Our solutions can serve as components for the monitoring and control building blocks

of the larger QoE management frameworks consisting of the monitoring, control and

manager blocks.

• In the future, the methodology used and subsequent �ndings of our work may contribute

in identifying which ML algorithms can perform more accurately in the case of imbal-

anced dataset.

1.6 literature review

For service providers, it is important to quantify and measure QoE with accuracy. Quantifying

QoE means translating user perceptions and performances into interpretative values. Measuring

and analyzing users QoE is challenging because of the complexities involved in capturing users’

perceived experiences. As stated in [15], the subjective QoE is presented through MOS labels,

which are a �ve-point Likert scale (5=Excellent, 4=Good, 3=Fair, 2=Poor and 1=Bad).

A contemporary survey was conducted in [4] to analyze the impacts of network QoS factors

over user-perceived quality. For data collection, the authors simulated wireless test-bed, where,

a short video was streamed from a server to a client computer. Users watched the video and gave

their quality perceptions using MOS rates. Using a small dataset, they found out that network

QoS parameters of Packet Loss Rate (PLR) and Packet Reorder Rate (PRR) have exponentially

degrading scatter plots, but Video Bit Rate (VBR) produced a logarithmic plot. When PLR and

PRR increase, the perceived video quality (QoE of the users ) decreases or vice versa. However,

when VBR increases, user QoE increases or vice versa. Similar �ndings were obtained in [8], who

are the �rst to use Rough Set Theory (RST) for quantitative assessment of the collected datasets.

Coming to ML techniques to develop prediction models, a work by [12] implemented and veri-

�ed a solution using network delay, jitter and LR features labeled by MOS rates for Long-Term

Evolution (LTE). For data collection, they built video streaming network simulators and users

were able to watch and rate their MOS perceptions. Corresponding network QoS measurements

were also captured to build the dataset in real-time. Then, they used the feed-forward ANN al-
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gorithm to evaluate their predictor models in Python. The authors used mean square error to

validate their proposed prediction solution. Their �ndings showed that the performances of

ANN was very good having a mean square error value of 0.22 which is less than the acceptable

value of 0.25 [12].

QoE prediction models for Software De�ned Network (SDN) was proposed in [19]. The K-fold

Cross-Validation (CV) ML technique was used to train models in Waikato Environment for

Knowledge Analysis (WEKA) workbench. Four ML algorithms, namely ANN, decision tree, KNN

and RF were used. The authors performed some experimentation by varying K values for the

K-fold CV. They found out that the estimation accuracy of ANN was worse than the other algo-

rithms while RF was the best predictor model. The �nal performance results were achieved by

experimenting the K-fold CV varying K-Values from one to ten. The estimation accuracy of RF

was close to that of M5P, but this performance was for RF, at K=9, whereas, M5P was at K=6.

Since larger K-value indicates better model [19], the authors concluded RF at k=9 was the best

prediction model.

Furthermore, [20] did an ML-based QoE prediction. The objective of their work is to �nd out

the impacts of class imbalance on prediction performances of selected ML algorithms. For this

purpose, the authors conducted two di�erent experimentation techniques. One with the im-

balanced datasets and secondly, with balanced datasets collected from Internet Protocol Televi-

sion (IPTV) users. Their �ndings indicated that ANN’s performance accuracy was a lot improved

for the balanced datasets in comparison to Support Vector Machine (SVM) and decision tree

algorithms. On the other hand, ANN performances are more a�ected by data imbalances than

SVM and decision tree. The authors also stated QoE prediction models can e�ectively be used as

real Internet QoE prediction solutions.

Authors in [21] built ML-based QoE prediction/estimation model from QoS features of through-

put, packet loss, jitter and delay for Worldwide Interoperability for Microwave Access (WiMAX)

networks using an ANN algorithm. These network QoS attributes are the ones used for QoE pre-

diction in this work. In comparison to the other reviewed papers, the authors of this paper [21]

used relatively larger datasets totalling to 600 instances/data points to evaluate their QoE pre-

diction models. The prediction model performances were in agreement with that of [12] who

stated that ANN prediction models performed very well.

As a conclusion, the reviewed works used synthetically generated datasets obtained from either

controlled experimental setup or software simulations. Moreover, the size of dataset used for
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experimentation was relatively small, ranging from 24 to 600 instances. In this work, we used

real datasets obtained from UMTS customers using crowdsourcing and with relatively larger

datasets in comparison to the ones in the literature reviewed.

1.7 research methodology

The methodologies we followed are brie�y listed out as follows:

• First, selected literature, papers, books and electronic resources help us to identify and

shape the objectives as well as to design the methodologies described as follows.

• Subjective crowd-sourcing data collection methodologies are used to build our datasets

required for experimentation. These techniques will be discussed in detail in Section 4.3.2.

• Data preparation and pre-processing techniques like data cleaning, inconsistent datasets

removal and correcting data imbalances are then performed.

• Three supervised ML algorithms namely: ANN, KNN and RF are chosen based on their

suitability for multi-class problems and their prediction accuracy in RStudio and WEKA

data mining tools.

• Then, the developed ML models performances are evaluated using performance metrics

like accuracy, RMSE, precision, recall, F-measure and ROC.

• Finally, results and �ndings are discussed and recommendations are provided.

1.8 thesis organization

The remaining parts of the paper are organized into �ve chapters. Chapter 2 discusses overview

of UMTS technologies, its network architecture, UMTS quality attributes and QoS classes. A brief

description of the existing QoS and QoE approaches in Ethio telecom are also included here.

Chapter 3 introduces us to the concept of ML and discusses ANN, KNN and RF algorithms in

detail. Data collection, preprocessing techniques and models evaluation metrics are covered

in Chapter 4. Chapter 5 summarizes the results and �ndings of the work. Finally Chapter 6

consists of conclusions and recommendations of our thesis work.



2
O V E R V I E W O F T H E U M T S N E T W O R K

2.1 introduction to umts networks

UMTS is a 3G mobile network evolved from the Second-Generation (2G) systems of Global Sys-

tem for Mobile Communications (GSM) and General Packet Radio Service (GPRS). Due to limited

capacity to support high-speed data in GSM and GPRS, 3G has emerged to support higher data

rates than GSM and GPRS. When we say UMTS, we refer to the widely accessible groups of 3G

networks. There are two UMTS technologies: High-Speed Packet Access (HSPA) and its enhanced

HSPA (HSPA+) and both technologies are widely available in Ethiopia. There is also the LTE tech-

nology deployed in the capital city, Addis Ababa [22]. HSPA is a standard for wireless network

communication in the 3G family. The HSPA family of network protocols consists of the High-

Speed Downlink Packet Access (HSDPA) and High-Speed Uplink Packet Access (HSUPA) for the

down-link and up-link communications, respectively.

HSPA uses HSDPA for download tra�c as it supports theoretically maximum data rates between

1.8 Megabits per second (Mbps) to 14.4 Mbps in comparison to the 384 Kilobits per second (Kbps)

maximum data rate in the original 3G. When introduced, HSDPA provided such a signi�cant

speed improvement over older ordinary 3G that HSDPA based networks are referred to as 3.5G

or Super 3G [23]. HSUPA supports data rates up to 5.7 Mbps and by design, HSUPA o�ers lower

data rates than HSDPA. Like in all other TSPs, in Ethio telecom, HSDPA is used for the down-link

streaming because the majority of network capacities are provided for down-links to match the

usage patterns of cellphone users. The evolved HSPA+ has also been deployed by Ethio telecom

to support the huge growth of mobile broadband services in a better way. HSPA+ is the fastest

3G protocol supporting data rates of 42, 84 and sometimes 168 Mbps for downloads and up to 22

Mbps for uploads.
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2.2 overview of the umts network architecture

As UMTS is evolved from GPRS by replacing the radio access networks, there is much similarity

in their architecture [24] and [25]. The UMTS network architecture is described in Figure 2.1.

Figure 2.1: UMTS Network Architecture [24]

User Equipment (UE) consists of two parts: Mobile Equipment (ME), the 3G term for Mobile

Station (MS) and UMTS Subscriber Identity Module (USIM). ME is used for radio communication

with UMTS Terrestrial Radio Access Network (UTRAN) whereas, the USIM is a smartcard which

holds subscriber information and authentication information. The UE connects with Node Bs

through the radio interface Uu based on the Wide-band Code Division Multiple Access Code

Division Multiple Access (WCDMA) technology. Three operation modes are de�ned for UMTS-

based UE as stated in [24]:

• Packet Switched (PS)/Circuit Switched (CS) mode that UE is equivalent to GPRS Class A

MS.

• PS mode that UE is equivalent to GPRS Class C MS.

• CS mode that UE can only attach to the CS domain.

Each part’s descriptions can be further referred in [25]. UMTS consists of Node Bs (the 3G

term for Base Transceiver Station (BTS)) and Radio Network Controllers (RNC) connected by

an Asynchronous Transfer Mode (ATM) network. ATM is a protocol commonly deployed for
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UMTS systems because of its low latency characteristics and QoS capabilities. The RNC and Node

B serving an MS are called the Serving Radio Network System (SRNS), and it owns and controls

radio resources in its domain. In UMTS, every Node B is connected to an RNC through the Iub

interface. Every RNC is connected to an Serving GPRS Support Node (SGSN) through the Iu-ps

interface, and to an Mobile Switching Center (MSC) through the Iu-cs interface. The RNC may

be connected to several other RNCs through the Iur interfaces.

Core Network (CN) as detailed in [25] consists of Home Location Register (HLR), MSC, Global

System for Mobile Communication (GSMC), Visitor Location Register (VLR), SGSN and Gateway

GPRS Support Node (GGSN). HLR is a database which consists of a permanent pro�le of sub-

scribers including information on permitted and forbidden services. MSC and VLR are switches

and a temporary database for a copy of UE’s location for services in CS services respectively.

When UE needs to connect to external CS networks, the functionality is handled by GSMC. SGSN

is similar in functionality to MSC/VLR of CS but is dedicated for PS services. The functionality of

the GGSN is in line with GSMC though it is applicable only for the PS service.

The external networks are divided into two parts: the CS networks and PS networks. Connec-

tions like telephony or voice services to external networks are routed across the external CS

network while PS services like the Internet are forwarded through the external PS network.

2.3 network quality of service attributes in umts

General requirements to de�ne the set of attributes characterizing a network QoS are covered

in [26]. Negotiation between UE and CN gateway node for QoS attributes should be possible as

well as renegotiating the QoS for active sessions. The UE and CN gateway node should be able

to indicate the QoS properties to the application layer. Interoperability with previously existing

QoS schemes should be assured and the overall complexity generated by the QoS mechanisms

should also be lower. Mapping between the application QoS attributes and the UMTS services are

done by the QoS mechanisms. The QoS mechanisms should assure di�erent levels of QoS using

the UMTS mechanisms independent of QoS mechanisms in other networks.

In UMTS, it should be possible to have di�erent QoS attributes for multiple streams of a session.

A session is considered to be a progression of events devoted to a particular activity [26]. A

streaming service provided to a session is a distinct service with its own QoS attributes. For

example, for a given session, simultaneous voice and data transfer should be possible. Each of

the di�erent streams should be provided with di�erent QoS.
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2.3.1 UMTS QoS Classes

Asymmetric bearers (with di�erent QoS for up-link and down-link) should be supported. In

order to better control the QoS mechanisms, Third-Generation Partnership Project(3GPP) de-

mands application tra�c di�erentiation into four pro�les of services, named as QoS classes.

According to [26], the di�erentiation among di�erent QoS classes is mainly done considering

the delay sensitiveness of the information to be carried.

1. Conversational Class: As the name implies, conversational class provides conversa-

tional services and comprises of real-time symmetric services such as Voice over Internet

Protocol (VoIP) or video telephoning. Human perception of the maximum transfer delay

de�nes the characteristics of this tra�c class. So, it is suggested that �xed resources

should be allocated in the network for conversational class services.

2. StreamingClass: Comprises typically one-way real-time services used by a human desti-

nation. Examples of such services include video downloading, news streaming, web-radio

etc. For these services, low delay is not a stringent requirement due to application-level

bu�ering in UE and UTRAN and due to the fact that bu�ering o�ers the appearance of

real-time service to end-user.

3. Interactive Class: Provides an asymmetric non-real time service with more capacity for

the down-link than for the up-link services. Interactive Web and database retrievals are

examples of interactive services. If packet error happens, re-transmissions increase the

delay; thus, diminishing the QoS. The low bit error rate is essential for this class.

4. Background Class: Background class services are characterized by the fact that the

destination is not expecting the service to arrive within a certain time. Examples of such

services include background delivery of e-mails, �les or Short Message Services (SMS)

messages. These classes require that the packets should be transmitted with a low bit

error rate.

As discussed in [26], the main challenges that QoS in UMTS needs to overcome are service di�er-

entiation based on a set of tra�c classes. This needs a simple and reliable translation mechanism

between the di�erent domains involved.
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2.3.2 Mapping UMTS Attributes to QoS Classes

Telecommunication networks of any type should be monitored and managed to assure the im-

plementation of the user agreements. Negotiation and modi�cation of the QoS available from the

network should be possible. End-to-end QoS has two dimensions. (1) A vertical one which refers

to the mapping of high-level bearer service attributes into lower-level bearer service parame-

ters and, (2) A horizontal one which implies translation of QoS attributes and QoS management

mechanisms between di�erent domains.

In the context of vertical mapping, it is important for the UMTS service bearer to meet the

extent to which the standards elucidate the mapping towards the underlying bearer services.

The mechanisms to map the UMTS service classes to attributes typical for IP based bearer services

are summarized in Table 2.1 below.

Table 2.1: UMTS Bearer Attributes De�ned for each Tra�c Class [27]

.

UMTS QoS Attributes
QoS Tra�c Classes

Conversational Streaming Interactive Background

Maximum bit rate (kbps) x x x x

Delivery order (y/n) x x x x

Guaranteed bit rate (Kbps) x x

Maximum Service Data Unit (SDU) Size x x x x

SDU format information (bits) x x

SDU error ratio x x x x

Residual bit error ratio x x x x

Delivery of erroneous SDUs (y/n) x x x x

Transfer delay (ms) x x

Tra�c handling priority x

Allocation/Retention Priority x x x x

Source statistics descriptor x x

Signaling indication x
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SDU represents the payload of user data and the delivery order speci�es if the UMTS bearer

has to deliver the SDU in order or not. The allocation/retention priority is used to distinguish

between bearers when allocating or retaining resources. Source statistics descriptor optimizes

the service provided to a source with statistical properties, like conversational speech. The

other QoS attribute names are self-explanatory and they can be referred at [27]. As it will be

discussed more in the mentioned in Section 4.1, here, we consider RTT, jitter, LR and throughput

as our QoS metrics and these features were used in [12] for LTE and [21] for WiMAX technologies,

respectively.

2.4 hierarchy of quality management levels in umts

Telecom operators monitor, assess or evaluate the performance of their network services to

know what their customers feel on the services they o�er. Ethio telecom currently evaluates

its networks and service performances using KQI data collected from NMSs and occasional user

surveys in cooperation with other survey expert institutes.

From personal observation and what is written in the literature, these measurements might

not be enough to capture the actual experiences of customers [28]. Globally TSPs and their

customers do not agree when they talk about QoS. The authors in [18] studied the gap between

TSPs and their customers regarding the telecommunication service performances. As it has been

mentioned in Section 1.1, a survey on 362 TSPs worldwide shows that 80% of the TSPs believed

that they o�er superior customer experience, but their customers agreed only 8% of them were

really delivering [18]. The gap is so big that many pieces of research are dealing to close it so

that both TSPs and their customers will come to the same terms when talking about end-user

QoE.

Figure 2.2 shows the hierarchy of quality assessment indicators practiced in the telecommunica-

tions sector. QoE is at the top of the hierarchy showing the most perfect way of ensuring quality

when TSPs reach at this point of the pyramid. Currently Ethio telecom has reached the KQI of

the hierarchy showing that it still needs to move to the top of the pyramid in Figure 2.2(QoE

level). Thus, at that point, both Ethio telecom and users will have the same quality perception

for any given service.
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Figure 2.2: Hierarchy of Quality Assessment Indicators [29]

2.5 managing service quality in ethio telecom

Existing organizational structure in Ethio telecom shows that the Customer Service and Net-

work Division takes care of complaints coming from its customers. The Service Management

Center (SMC) Section is responsible for ensuring end-user service quality through the network

performance monitoring tools such as NMS tools. However, according to [22], Ethio telecom has

no unique process for handling UMTS data service complaints. For example, if a customer com-

plains about low down-link throughput when accessing mobile Internet service, Ethio telecom

can looks at the network monitoring results obtained from Smart-Care NMS tools, but these

tools do not capture the exact experiences of the end users.

There should be a clear processes not only for Internet services but also for all voice, SMS an

other services. This would improve customer care by taking proactive measures and actions

before complaints are received. The proposed ML-based QoE estimation models may mainly be

used to proactively monitor, assess and manage end-user complaints. Generally, the drawbacks

of the current practices in Ethio telecom regarding Internet quality are summarized as follows

in [22].

• Internet quality complaints for �xed broadband network are handled using complainants

handling processes, but cellular networks Internet service complaints are not handled

properly.
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• There are no clear methods for continuous monitoring and follow up of mobile Internet

service quality-related submitted complaints. Such complaints are often handled through

public, management or quality circle meetings.

• On the other hand, UMTS data service quality issues are occasionally handled in an infor-

mal way.

If formal communication with customers is established, complaints like UMTS data service speed

degradation, low-speed throughput and delay in accessing websites can be properly managed

using the structure depicted in Figure 2.3. The communication �ow involves the Customer

Service, SMC, Operation and Maintenance (OM), Fixed Access Network (FAN), National Network

Operation Center (NNOC), Engineering and Vendor Support sections and departments.

Figure 2.3: Organizational Structure to Handle Internet Quality Complaints in Ethio telecom [22]

There must be communications with customers when there is mobile data service problems or

complaints. Customer Service is the interface for the customers and issues related to UMTS data

service which cannot be resolved by Customer Service will be communicated to SMC. SMC can

also communicate with other departments of the Network Division to resolve the complaints

received. In addition to this, if there are problems which cannot be resolved by the departments

under Network Division, there will be communication with Vendors for further support and

maintenance. Finally, as the communication is bi-directional, customers have to be noti�ed

through Customer Service for better customer satisfaction after addressing the problems.



3
M A C H I N E L E A R N I N G T E C H N I Q U E S

ML is the science of making computers learn and act like humans by feeding data and informa-

tion without being explicitly programmed [30]. It is the study of algorithms that automatically

improve their performance with experience enriching their decisions through learning, which

is attained by an iterative process. As it can be seen in Figure 3.1, the �rst one has the data

regarding the identi�ed problem. Algorithms and tools are chosen based on the behavior of the

problem and data. These datasets are then fed to the algorithms and tools and the systems learn

data patterns and can now analyze when new data is fed to them. That means, ML algorithms

make decisions and predictions based on past data and what has been learned in the training

stage.

Figure 3.1: Machine Learning Working Principle [30]

ML provides mechanisms large data that are di�cult to analyze using human computing capa-

bilities to be automatically analyzed. There are several applications of ML, the most common of

which is prediction, also called estimation depending on the type of solution required.

3.1 machine learning algorithm types

Generally, there are four categories of ML algorithms. They are supervised, unsupervised , semi-

supervised and reinforcement learning.
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3.1.1 Supervised Learning Algorithms

In supervised or predictive learning, the goal is to predict an event or estimate the values of

a continuous numeric attribute. In supervised learning, there are input �elds or attributes and

outputs or target �elds. Input �elds are also called predictors because they are used by the

algorithms to identify a prediction function for the output or class �eld. Supervised models

can be described as learning a function f(x) = y, where y is the label (also called class) of the

data and x denotes the attributes of these examples (also called features). We can think of input

parameters as the X part of the function and the output �eld as the Y part or the outcome [31].

Supervised learning models are trained with data that have been pre-classi�ed or labeled.

Figure 3.2: Machine Learning Types [30]

There are two main categories of supervised ML methods [32]: (1) classi�cation and (2) regres-

sion. Classi�cation uses data that has labels with two or more categories. This thesis uses clas-

si�cations with �ve labels or MOS classes. They are the QoE or MOS values of bad(1), poor(2),

fair(3), good(4) and excellent(5). Regression �nds relationships between two or more variables.

For example, when one variable increases the other variable may also increase or decrease, or

vice versa. Based on this, there might be positive or negative relationships among the variables.

In ML, examples of input-output functionality are referred to as the training data. Supervised

learning is used when pre-classi�ed training datasets are found. Some common supervised al-

gorithms are logistic regression, ANN, decision tree types, gradient boosting machines, Naive

Bayes, RF, SVM and KNN.

3.1.2 Unsupervised Learning Algorithms

In unsupervised learning, also called undirected learning, there is no output �eld or no label is

given in the training data where instances are not named. According to the authors of the book

in [32], the pattern recognition is un-directed or it is not guided by a speci�c target attribute. The

aim of unsupervised learning is to identify patterns in the data that extend the knowledge and
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understanding of the domain that the data re�ects. The goals of such ML models are to uncover

data patterns in the set of input �elds. Unsupervised ML algorithms are further classi�ed as

clustering and association as shown in Figure 3.2 above.

Clustering is the grouping of similar objects into one group or cluster. In these models, the

groups are not known in advance. Instead, clustering needs the algorithms to analyze the in-

put data patterns and identify the natural groupings of records or cases. When new cases are

scored by the generated cluster model they are assigned to one of the revealed clusters [32]. As-

sociations are used to show the probability of co-occurrence of items in datasets. They do not

involve the direct prediction of a single �eld. Association models detect associations between

discrete events, products, or attributes. The most famous unsupervised learning methods in-

clude k-means clustering, hierarchical clustering, and Self-Organizing Map (SOM).

3.1.3 Semi-Supervised Learning Algorithms

Semi-supervised learning is an ML method where a mixture of labeled and unlabeled data are

used. This combination of classi�ed and unclassi�ed data is used in generating an appropriate

model for the classi�cation of data [33]. In semi-supervised, the labeled of the data can be used

to aid the learning of the unlabeled part. Semi-supervised learning lends itself to most processes

in nature and more closely emulates how humans develop their skills [30]. Semi-supervised is

commonly used in arti�cial intelligence.

3.1.4 Reinforcement Learning

Reinforcement is a type of learning which is based on agents in a di�erent environment. The

agent learns how to behave in an environment by performing actions and reinforcements done

based on the results. According to [30], the agent attempts to take a sequence of actions that

may maximize a cumulative reward such as winning a game of checkers, for instance.

3.2 supervised ml algorithms

3.2.1 Arti�cial Neural Network

A neural network is an algorithm that is based on how the human brain works even though neu-

ral networks are not as complex as the brain [34]. This is because, there are two key similarities

between biological neural networks and ANN. First, the building blocks of both networks are
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simple computational components that are highly interconnected. Secondly, the connections be-

tween neurons determine the function of the network. The neural network builds supervised

prediction or estimation models by learning the patterns in historical data. The neural network

is a collection of layered elements of neurons also called nodes connected with dendrites. Each

node processes a small part of the task.

The most common type of neural network is called MLP, where the nodes are organized in

layers linked with weighted connections [19] and [34]. The �rst layer is called the input layer,

the outermost layer is termed as the output layer and between these two comes one or more

layers which are called hidden layers. Each of the layers is interconnected by modi�able weights,

which are represented by the links between the layers.

yj =
n
∑
i=1

(xi .wij + B) (3.1)

where xi’s can be the input features (RTT, jitter, LR and throughput) in our case, wij are the weights

from node i to node j, B is the bias node, yj is the output for that neuron and f(x) is the activation

function.

f (x) = 1
1 + e−yj (3.2)

Equation 3.2, if f(x) is greater than the threshold values, the perceptron �res an output 1 else 0 (it

does not �re). Training the perceptron aims at determining the optimal weights and bias values

at which the perceptron �res. Most of the time, activation functions and intermediate outputs

are included implicitly in the nodes and weights in the arcs (connections) between nodes. What

an arti�cial neuron does when simply put is, it calculates a weighted sum of its inputs, adds a

bias as shown in Equation 3.1. Then decides whether it should �re a signal or not as shown in

Equation 3.2.

Figure 3.3 depicts a fully connected feed-forward MLP algorithm. The name feed-forward is used

because, ANN completes as to the arcs (arrows) between the layers i.e. there exist all possible

arrows from each node of a layer to the nodes of the following layer but there are no arrows

between the nodes of the same layer. However, there are no lateral arcs (arrows) between the

nodes of the same layer in feed-forward MLP networks. An MLP is an ANN with more than a

single layer. It has an input layer that connects to the input variables, one or more hidden

layers, and an output layer that produces the output variables.
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Figure 3.3: A Fully Connected MLP [19]

Bias nodes are added to feedforward neural networks to help ANN networks learn patterns.

Bias nodes function like input nodes that always produce one or other constants. Because of

this property, they are not connected to the input layer. The constants (B1, B2, B3) in Figure 3.3

above are the bias nodes but not all neural networks have bias nodes.

Another important unit in the ANN structure is the activation function, also called a threshold

function or a transfer function. There are di�erent types of activation functions such as linear

function, sigmoid function, Hyperbolic Tangent(tanh), Recti�ed Linear Unit (reLU) etc. The

most commonly used activation functions are the sigmoid function [35].

3.2.2 K-Nearest Neighbor

KNN is a supervised learning algorithm based on the underlying principle of “Tell me who your

friends are, and I will tell you who you are” [19]. KNN makes use of neighbors’ information

to decide for new instances and it is one of the simplest and commonly used ML algorithms.

KNN uses databases in which the data points are separated into several classes to predict the

classi�cation of a new sample.

KNN is considered a lazy learning technique, because the algorithm does not build a model using

the training set until a query of a new data is performed [19]. The only calculations it makes

are when it is asked to poll the data point’s neighbors. This makes KNN very easy to implement

for data mining. Supervised learning is done at run-time by observing the new data instance’s
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closest neighbors. Each time, a prediction is done for a new instance, the algorithm is repeated

and a search for new friends is performed [19].

Figure 3.4: KNN Classi�cation Example [36]

Figure 3.4 shows an example of a KNN based prediction model. The test sample (inside the circle)

should be classi�ed either to the �rst class of blue squares or to the second class of red triangles.

For instance, if K=1, the new example is classi�ed as Class 1 (blue rectangle) because there is

only one neighbor which is the blue rectangle. Nevertheless, if K=3 (outside circle), the new

example is assigned to the second class because there are 2 triangles and only 1 square inside

the inner circle. So, class label decisions are determined by the majority label votes.

There are some neighbor distance calculation techniques used by KNN algorithms. The most

common ones according to [37], are Euclidean, Manhattan, Minkowski and Chebyshev dis-

tances calculation methods. According to [19], the Euclidean distance is suitable for numerical

class label types while the Manhattan distance is suitable for categorical label problems. Here,

the Euclidean distance is used to calculate the distance from new data samples to the nearest

neighbors in KNN algorithm. The Euclidean distance calculation from a new data to the neigh-

bors has the form shown in Equation 3.3 below.

D((y1...yp), (u1...up)) =
√

p
∑
i=1

(yi − ui)2 (3.3)
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where (y1...yp) denotes the selected neighbors’ class labels and (u1...up) represents new example for

which neighbors are to be determined.

as stated in [19], after the calculation in Equation 3.3 for a new observation (x,y), the nearest

neighbor (x(1), y(1)) in the sample learning is determined by:

D(y, y(1)) = minii(D(y, yi)) (3.4)

After experimenting K values from 1 to 10. In other words, the best accuracy performance has

been achieved at 1-NN.

3.2.3 Random Forest

RF is a another type of supervised learning algorithm. As the name suggests, RF creates the

forest from several trees. RF is a combination of multiple decision tree models and these kinds

of models are called ensemble models. Other examples are boosting and bagging. RF is one of

the most popular ensemble classi�er relying on multiple decision tree prediction models [38].

RF uses majority votes among individual decision tree models. This potentially leads to much

more robust and accurate models than learning using a single model.

Figure 3.5: The RF Algorithm [39]

As shown in Figure 3.5, a tree includes one root node, several internal and leaf nodes. The leaf

nodes correspond to decision results and the other nodes correspond to attributions test. The

�nal model of a random forest is decided by the majority of votes produced by all individual

decision trees. Each decision tree has a decision to label any testing data and each tree is built by

classifying a random sample of the input data using a tree algorithm. Finally, RF model decides
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the classi�cation results of the testing data after collecting the votes of all the tree models. For

a given dataset D, how the trees are formed in RF are described as follows. First an entropy is

computed as in Equation 3.5.

E(D) = −
c
∑
i=1

Pi log2 Pi (3.5)

where Pi is the probability of class ci in the dataset, D.

Entropy is used as a measure of information in a tree. If the attribute Ai with v values, is made

to be the root of the current tree, this will partition the total dataset, D into ‘v‘ subsets of D1,

D2 . . . Dv. The expected entropy if Ai is used as the current root is shown in Equation 3.6.

EAi(D) =
v
∑
j=1

|Dj |
|D| ⋅ E(Dj) (3.6)

The information gained by selecting attribute Ai to branch or to partition the data, D is calcu-

lated using information gain by combining Equation 3.5 and Equation 3.6.

G(D, Ai) = E(D) − EAi(D) (3.7)

RF works e�ciently on relatively large datasets. RF also balances error and maintains accuracy

by estimating missing data when a large proportion of the data in unbalanced datasets [38].
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D ATA C O L L E C T I O N A N D P R E PA R AT I O N

Here, descriptions of the selected QoS features and methodology (system model) are �rst pre-

sented. Then, data collection and data preprocessing techniques are explained in detail. Finally,

some models performance evaluation metrics are described.

4.1 features selection

In a telecommunications environment, network tra�c passes through di�erent devices like

BTS, MSC, gateways, etc. In the meantime, tra�c is disturbed or degraded because of end to

end delay, packet reordering, packet loss, and/or packet errors in transmission from the source

device to the destination in the network. Packets passing through these network devices facing

long waiting in queues might be discarded due to errors and other related issues [40]. There are

many important QoS attributes required for UMTS cellular networks as detailed in [41]. Some

examples are maximum bit rate, delivery order, guaranteed bit rate, SDU format information,

SDU bit error ratio, delivery of erroneous SDU and transfer delay.

In this research, a practical approach is taken that provides models to map network tra�c QoS

metrics to QoE directly. More importantly, for video streaming QoE estimation, network QoS pa-

rameters approach help to maximize the usage of all network tra�c measurements which can

be collected from smartphones, independently of the speci�c applications used [45]. Neverthe-

less, application-level QoE estimation is generally more cumbersome. This is because in most

cases, not every application allows communication protocols or Application Programming In-

terface (API) to access relevant parameters, and device root access must be granted to perform

measurements deeply into applications, hindering large-scale passive monitoring [45].

The number of features in prediction model development should be optimal. If less number of

features are used, it becomes easy to interpret the results, but it may result in low prediction

accuracy. However, if the number of features selected is larger, high prediction accuracy can be

achieved. However, it is di�cult to interpret and the resulting models are more likely to over-�t.

Capturing accurate QoE requires measurements collected at multiple levels of the communica-
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tions stack like the physical, network, application and device layers. The goal of the research

is mapping network QoS measurements to user QoE directly and it is achieved using four QoS

features described as follows.

a Round Trip Time

RTT, also called ping is the time required to transmit data packets from source to the destination

and receive replies across a network. RTT is the time it takes for tra�c to go both ways or it is

the time it takes for a signal to traverse from point A to point B and back to A. On other hand,

RTT is a two way trip time as shown in Equation 4.1. RTT may be impacted by the failure or

overload of any element in the cellular network chain which is used to transmit data.

Round Trip Time = Time Packet Received - Time Packet Sent (4.1)

where Time Packet Received is the time when a packet is received and Time Packet Sent is time

when a packet is sent.

RTT is di�erent from delay, because delay is only one-way time for a packet to be transmitted

from source to destination. RTT can cause apparent loss of data in real-time communication

�ows such as in VoIP and online streaming services. RTT can also cause high network congestion

in the case of reliable transmissions (TCP connection) caused by repeated re-transmissions or

data losses when unreliable connections (UDP is used).

b Jitter

Jitter is an inter-packet arrival delay or it is the variance in delay between data packets over

a network measured in a time unit. Jitter comes from a disruption in the normal sequence of

arrival of data packets or from inconsistency in delay among packets of a message. Jitter like

RTT can be a considerable problem for real-time and near-real-time communications including

IP telephony, video conferencing, and virtual desktop infrastructure.

Jitter is an important QoS aspect that contributes to video quality degradation and in turn the

user QoE. Jitter is characterized as having varying delays that could cause out-of-order video

artifacts. The same as RTT, jitter can cause apparent loss of data in real-time �ows such as

VoIP and video streaming services. An application might be able to handle delay and jitter by
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using an appropriate bu�er size. However, jitter might still be more di�cult to deal with at the

application layer and hence may cause signi�cant QoE degradation [4].

c Loss Rate

Packet LR re�ects the number of packets lost per the number of packets sent by an electronic

host due to network impairments. The PLR represents the ratio of packets lost to the total num-

ber of packets sent. Each packet has a deadline or time to live before which must be executed.

LR is often described as the number of packets lost per 100 packets sent as stated in Equation 4.2

below.

Loss Rate = Packets Lost
100 Packets Sent (4.2)

where Packets Lost is packets lost in the communication network and 100 Packets Lost is latest

100 packets transmitted from the application.

LR can be caused by a variety of factors such as network congestion, network element failure,

inadequate signal strength, lower layer bit error rate, excessive system noise, hardware failure

and software corruption [4]. In UMTS cellular video streaming, LR creates the artifacts in the

video sequences; thus, negatively impacting the user’s QoE.

d Throughput

Throughput is de�ned as the amount of data being sent or received in a unit of time. Through-

put is the measure of how much data packets do actually travel through the network success-

fully. The amount of data packets are being actually transferred can be a�ected by many fac-

tors including devices capacity, latency, the protocols used etc. Throughput is di�erent from

bandwidth since bandwidth is the theoretical maximum units of data packets per unit of time;

whereas, throughput is the actual units of data packets per unit of time.

Throughput = Data Transferred
Transfer Completion Time - Transfer Start Time (4.3)

where Transfer Completion Time is the time data transfer is completed successfully and Transfer

Start Time is the time data transfer starts.
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4.2 system model

Streaming is an asymmetric one-way real-time service and the down-link QoS performance are

more important than the up-link network performances. So, only the download network mea-

surements and their corresponding MOS labels are used to prepare our datasets. In other words,

most telecommunications users’ activities are attached to watching or downloading videos than

uploading their own videos.

The system model presents the model building methodology required for a multi-dimensional

MOS prediction.

Figure 4.1: System Model

As shown in Figure 4.1, the system model begins with the collection of both QoS and QoE mea-

surements from 3G Internet real-time streaming users. Each collected instance is labeled as

either ’Bad’, ’Poor’, ’Fair, ’Good’ or ’Excellent’ during data crowd-sourcing. These QoE labels

are equivalent to the MOS rates of 1, 2, 3, 4 or 5 respectively. The output of the experimentation

is MOS estimation models built using ML algorithms. The remaining activities in the system

models are described brie�y as follows:
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• Data is collected from UMTS telecommunications network using ACQUA, a subjective

crowd-sourcing Android tool.

• Then, datasets are cleaned and preprocessed using some ML tools and techniques.

• The preprocessed datasets are transformed into Comma Separated (.CSV) values and then

to Attribute Relation File Format (.ARFF) ready for experimentation.

• The dataset is divided into two separate sets of databases: training and test sets. Training

sets are used to train the ML predictors. The test set is not involved in training, but used

to validate the �nal prediction models.

• Next comes model training using ANN, KNN and RF followed by testing the developed

models using the separated test set.

• Then, estimation models performance is analyzed using metrics such as accuracy, RMSE

and ROC, F-measure etc.

• If the training and test performance results are acceptable, then the models become the

�nal estimation models. Otherwise, the steps above are repeated some adjustments to the

datasets and algorithm parameters until the desired level of performances is achieved.

• The �nal models are saved with their detailed statistics of prediction and prediction er-

rors.

4.3 sampling design and data collection

4.3.1 Sampling Design

A population comprises of all the possible cases (people, objects or events etc.) in a study. Pop-

ulation constitutes a known whole of all the subjects one wants to study. In most cases, it is not

feasible to include everyone in the population of interest and samples are used because they are

considered to be true representatives of the whole population. Sampling is the process of select-

ing a group of subjects for a study in such a way that the individuals represent the larger group

from which they have been selected. Sampling helps researchers to reduce the time and cost

of contacting every member of the population, but with an acceptable range of data collection

accuracy.
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It is important that samples provide a representative cross-section of the population they sup-

posedly represent. Otherwise, the study results using samples will be misleading when applied

to the population as a whole. Yount’s "Rule of Thumb" detailed in [42] is a sample size design

technique that guides researchers on how to choose their sample size from a given population.

The rule is based on the assumption that if the population is less than 100, then the rule guides

you to include all of them as your samples as shown in Table 4.1,. However, when the survey

population gets larger and larger, small representatives of the population are taken as samples

of the population.

Table 4.1: Yount’s Rule of Thumb [42]

Rule of Thumb Range of Population Size(N) Sample Size as % of Population

RT-1 0 - 100 100%

RT-2 101 - 1,000 10%

RT-3 1,001 - 5,000 5%

RT-4 5,001 - 10,000 3%

RT-5 Above 10,000 1%

Currently, it is believed that there are more than 4 million 3G active users in Addis Ababa and

Yount’s rule of thumb gives a sample size of 40,000 people as shown in Equation 4.4 below.

Sample − size = 4, 000, 000 ∗ 1% = 40, 000 (4.4)

Studies in [43] and [42] state that good sample size is between 100 and 1000 subjects for any

population size, in which the accuracy of results stabilize regardless of how big or how small the

sample size is. For this work, we found it important to balance between data accuracy and data

collection costs. Therefore, a sample size of 300 participants is designed in this study, in total

230 people with success rate of 76.67% participated in the data collection survey. To minimize

sampling error, crowdsourcing participants are randomized by including people in all corners

of life such as men, women, students, professionals, businesspersons and homeworkers. Taking

the trade-o� between sampling bias, and the �nancial and time constraints, we included people

in the mix of both within and without our convenient reach.

4.3.2 Data Collection

ACQUA is an open-source Android application which can be freely downloaded and installed

on any Android smartphones, tablets or other similar devices. The detailed instructions on
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how to install the ACQUA App is depicted in the Appendix, Section A.4. The ACQUA tool is

developed by [44] in 2017 and it has already been used by researchers in [45] and [46]. The tool

measures and collects user-level network tra�c conditions as well as providing QoE feedback

rating capabilities while watching real-time YouTube videos in real-time. ACQUA is supported

by a project in Antipolis, France. It presents a new way for the evaluation of the performance

of Internet access starting from a network and device level measurements like signal strength,

download and upload bandwidth, RTT, download and upload LR, download and upload jitters

etc.

According to the ACQUA developers [44], ACQUA targets the estimated QoE related to the appli-

cations of interest without even the need to run them (e.g., estimated Skype quality, estimated

YouTube video streaming quality). The crowd-sourcing participants (ACQUA users) have the

luxury of watching any video of interest using YouTube 720P (High De�nition). When users

submit their MOS feedbacks, corresponding network tra�c measurements for both the down-

load and upload tra�cs and MOS rates are stored at a multitude of servers located at Antipolis,

France.

Figure 4.2: ACQUA Working Principles [44]

According to the developers the software [44], ACQUA uses supervised ML techniques to estab-

lish the links between measurements both at the network and device-levels to the QoE rates

of Skype, YouTube and Facebook applications as shown in Figure 4.2. Since the application is

still under development, the supported applications so far are Skype and YouTube 720P. The

authors in [46], described ACQUA as a work in progress saying that ACQUA measurements are

70% accurate. Hence, this can limit the accuracy and practicability of of our work.

In total, 230 survey participants installed the ACQUA application on their Android smartphones

and gave their feedback over a period ranging from mid-April to the end of September, 2019. As
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a requirement, participants should switch their data connection to 3G and make their data con-

nection "ON". While watching YouTube online videos using ACQUA, users are allowed to send

their MOS rates in real-time. Users are can use the tool at any time and place and as frequently

as they like. The collected datasets are then sent back using an App-ID which is unique for each

ACQUA application installed. Finally, we receive these collected datasets as E-mail attachments

form the ACQUA admins.

4.3.3 Survey Participants

Here, survey participants included in the data collection using ACQUA are summarized below.

Table 4.2: Gender Distribution

Gender Frequency (Count) Percent(%)

Female 79 34.35

Male 151 65.65

Gender-wise, from a total of 230 survey participants, little more than one-third of them (34.35%)

are female participants and the remaining slightly less than two-thirds of them (65.65%) are male

as shown in Table 4.2. However,. This is in line with the study by [47], who surveyed gender

distribution in Ethiopia. The study �ndings give suggestion on the probability of �nding male

to female ratios. According to [47], there were only 34.7% female mobile Internet users and

women accounted to only 30% of professional jobs in scienti�c and technical sub-sectors in

Ethiopia.

Table 4.3: Age Distribution

Age Frequency(Count) Percent(%)

Below 18 5 2.17

18-35 138 60

36-53 70 30.34

Above 54 17 7.39

As shown in Table 4.3, only �ve (2.17%) of the survey participants are under the age of 18. Large

number of participants, 60%(138) are young people between the age of 18 - 35 while 30.34%(70)

of them are between the age of 36 - 53. However, only 7.39%(17) of the crowd-sourcing partici-
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pants are older people with an average age of 54 or above. This seems in line with the general

belief that the youth has more access to Internet.

Table 4.4: Educational Background

Educational Level Frequency(Count) Percent(%)

Diploma or Below 55 23.91

First Degree 123 53.47

Masters or Above 52 22.6

Table 4.4 shows that more than half of the participants or 53.47%(123) are �rst degree holders.

23.91% of the participants have college diploma or below; whereas, 22.6% have a masters or

above.

4.4 data preprocessing

4.4.1 Collected Data Distribution

The total dataset collected from ACQUA is shown in Figure 4.3a. A whopping large number

of data points (95,281 instances) of the collected datasets are labeled as MOS=Bad (the worst

QoE possible). But MOS= Poor and Fair have small representatives, 1,306 and 2,240 instances

respectively. The dataset exhibits an unequal distribution among its class labels.

(a) Collected MOS Distribution (b) Final MOS Distribution

Figure 4.3: Collected vs Preprocessed Data Distributions

Possible reasons for obtaining such extremely large size of “Bad” MOS experiences collected

from users could be due to:
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1. The ACQUA crowd-sourcing tool takes a minute or two until it collects its environmental

network conditions after it is started which varies depending on the type of smartphone

device used. Survey participants are made aware of this by telling them to send their

feedback after waiting for at least two minutes after they start their ACQUA tool. However,

the nature of the collected datasets indicate that participants might have often forgotten

the instruction and used to send feedbacks immediately. Datasets submitted within this

time are always invalid due to the incorrect network measurement value recorded. For

example RTT becomes in�nite or RTT values become 1.5713X10308 nanoseconds.

2. We often remind survey participants via a telephone to use ACQUA and submit their feed-

backs in their spare time. As we con�rmed from some participants, they remember open

the ACQUA tool and give their feedbacks during the morning, lunch-time, tea-time and/or

in the evening when they are free from work or when they are back home. These periods

are thought to be peak-hours or busy hours for mobile networks. Internet connection dur-

ing this time becomes busy or QoE becomes poor. Therefore, the ACQUA based YouTube

video streaming might actually "Bad" experience users.

4.4.2 Data Cleaning

Data points associated with measurement errors are not consistent with most instances are

removed using an Oracle supported data cleaning. Because, these values may bias the outputs

of the study. Such values come from experimental abnormalities or errors, and omitting them

may improve algorithm performances. The data cleaning processes detected a whopping large,

in total 91,775 such data points. These abnormal values are clearly identi�able instances by

the human eyes. For example, survey feedbacks when there is no Internet, RTT is assigned

by default "An in�nite measurement value" or RTT value = 1.5713X10308 nanoseconds. These

values are not consistent with the normal RTT measurement values which are in the order of

some minutes.

The invalid data records are easily detectable by human eyes and refer to the total absence of

an Internet connection. The �ve MOS classes have di�erent distribution of these data points as

these kinds of datasets are caused by measurement errors. From the collected 95,281 instances

with "Bad" class, 91,775 instances are invalid and have been removed. So now, there are only

3,506 instances with "Bad" MOS class that are usable for an experimentation purpose. The total

datasets are now reduced to only 45,976 instances.
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4.4.3 Outlier Detection and Removal

Outliers are data points that di�er greatly from the usual trend expressed by other values in the

dataset. Before deciding whether to omit outlying values from a given dataset, we must identify

the dataset’s potential outliers. This is called outlier detection and it is di�cult to detect outliers

using human intelligence. In this work, the Inter-Quartile Range (IQR) algorithm is used to detect

and remove outliers. As discussed in [48] in IQR, observations are �rst arranged in an ascending

order starting from the smallest to the largest such as Xl , X2, ..., Xn. The ordered data is broken

into four quarters, the boundaries of each quarter de�ned by Q1, Q2, and Q3, also called the 1st

quartile, 2nd quartile and 3rd quartile respectively.

The di�erence |Q3 -Q1| is called what is called the inter-quartile range or IQR. The lower and

upper thresholds for outliers are: Q1 – 3|Q3 – Q1| and Q3 + 3|Q3 – Q1| respectively· Observations

falling beyond these limits are called major outliers and any observation, Xi , i = 1, 2, ..., n such

that Q3 + 1.5|Q3 – Q1| <=Xi <= Q3 + 3|Q3 – Q1| is called a possible outlier in the upper side.

Similarly, Q1 - 3|Q3 – Q1| <= Xi <= Q1 - 1.5|Q3 – Q1| is a possible outlier on the lower side. Out

of the remaining total 45,976 data points, 2,436 data points have been removed automatically

after being detected as outliers by the IQR algorithm.

4.4.4 Class Imbalance Correction

Imbalanced datasets consist of an unequal distribution of data samples. Data imbalance oc-

curs in a multi-class problem where some datasets have small representatives in the dataset

while other classes have larger samples. These with smaller representatives are called minority

classes; whereas, the ones with larger representatives are called majority classes. Prediction

model learned from an imbalanced dataset shows greater errors over the examples from the

minority classes. This is a challenge especially to some ML algorithms as it becomes di�cult to

learn from the minority class data points.

There are two di�erent sampling techniques to improve class imbalance problems[49]. (1) Under-

sampling and (2) Oversampling techniques. Under-sampling methods work by reducing the

number of instances of the majority class either randomly or by using some statistical knowl-

edge to balance the class distribution. On the other hand, oversampling methods add new in-

stances for the minority samples by random re-sampling the original minority class or by cre-

ating synthetic samples for the minority class. Although both approaches are used to improve
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classier performances over imbalanced data sets, oversampling is a lot more useful than under-

sampling.

Synthetic Minority Oversampling Technique (SMOTE) is a heuristic oversampling method that

generates synthetic examples to over-sample the minority classes . Rather than replicating the

minority observations, SMOTE works by creating synthetic observations based upon the existing

minority observations. Its main idea is to form new minority class examples by interpolating

between several minority class examples that lie together. By interpolating instead of replica-

tion, SMOTE avoids the over-itting problem and causes the decision boundaries for the minority

class to spread further into the majority class space [50].

Table 4.5: Data Preparation

Collected Data Collection Period Final Dataset Training Set Test Set

137752 Instances April 15 - Sep 24 62321 Instances 46740 Instances 15581 Instances

The number of SMOTE depends upon the amount of oversampling required to balance the data

labels [50]. In this work, the new datasets are increased from 43,540 to 62,321 instances after

SMOTE creating totally 18,781 new synthetic samples. Nevertheless, the data samples are not

equally distributed among the �ve MOS classes. MOS classes 1, 2 and 3 are incremented by 100%,

1500% and 300% respectively, but MOS classes 4 and 5 remain the same after SMOTE is applied.

Table 4.5 shows a summary of the total datasets collected, collection period, �nal datasets after

preprocessing and how these datasets have been split into training and test sets.

4.5 experimentation techniques

The three supervised learning algorithms of ANN, KNN and RF are selected based on their suitabil-

ity for our multi-input multi-output problems. Their prediction performances are also among

the best. Two ML experimentation techniques are used to build the our models: The K-fold CV

and separate test.

a K - Fold Cross Validation

In K - fold CV, the dataset is divided into mutually exclusive and equal-sized K subsets. These

subsets are trained k times on the union of K - 1 subsets and tested on the ktℎ subset. This is

repeated iteratively changing the test subset from the 1st , 2nd , . . . to the ktℎ subset to get a
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distribution of the test error of the models. The average error rate of each subset is then the

estimated error rate of the prediction model. K-fold CV is used to achieve an unbiased estimate

of the model performances from the training and test datasets proportions. Ten-fold CV is the

most commonly used and suitable technique for medium-sized datasets like our datasets and

we also used the ten-fold.

b Separate Test

In user-supplied separate test, commonly known as the separate test, the user feeds the already

split training and test datasets. The raining set is used to train a prediction model. To test it,

the unseen the test sets are supplied by the user. The trained models are then tested using the

unseen test sets.

4.5.1 Performance Evaluation Metrics

There are many prediction models performance evaluation metrics. The selected evaluation

metrics are described as follows.

a Confusion Matrix

A confusion matrix is a table that is often used to describe the performance of a prediction

model (classi�er) for which the true values are known. All the performance metrics are derived

from the confusion metrics but expressed in a di�erent way. The table in Table 4.6 below shows

the confusion matrix. The diagonal values from the top left to the bottom right represent the

correctly predicted values (True Positive and True Negative); whereas, the diagonal values go-

ing from the top right corner to the bottom left values are the incorrectly predicted values (False

Negative and False Positive).

Table 4.6: The confusion Matrix

Predicted

Positive Negative

Ac
tu

al

Positive True Positive False Negative

Negative False Positive True Negative
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b Accuracy

Accuracy is one of the most commonly used performance metrics. Accuracy is the number

of correctly predicted dataset instances/examples divided by the number of totally predicted

instances as shown in Equation 4.5.

Accuracy = TP + TN
TP + FP + TN + FN (4.5)

where TP is True Positive, TN is True Negative, FP is False Positive and FN is False Negative in

the confusion matrix. The closer accuracy is to 1 or 100%, the better the model is. In this work,

accuracy is a primary evaluation criterion.

c Precision

Precision is the number of true positive predictions divided by the total number of positive

predictions as shown in Equation 4.6. Put another way, precision is the number of correctly

predicted MOS examples for a given MOS class divided by the total number of MOS examples

that are predicted as that MOS class.

Precision = TP
TP + FP (4.6)

where TP is True Positive, FP is False Positive in the confusion matrix.

d Recall

Recall is the number of true positive predictions divided by the number of actual positive class

values in the training data as shown in Equation 4.7. In another way, recall is the number of

correctly predicted MOS class examples divided by the total number of actual MOS class examples

collected as that MOS class in the training set.

Recall = TP
TP + FN (4.7)

where TP is True Positive and FN is False Negative.
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e F-Measure

F-measure is also called the F-Score or the F1-Score and it conveys the balance between the

precision and the recall. F-measure is the combination of both precision and recall into one and

it is better than accuracy when correctness is very important.

F −measure = 2 ∗ Precision ∗ Recall
Precision + Recall (4.8)

f Root Mean Square Error

RMSE is a quadratic scoring rule which measures the average magnitude of the errors between

the actual MOS class examples and the model predicted class examples. RMSE in another way

means, the average of the squares of the di�erence between the forecast and corresponding

observed MOSs, and the square root of the average is taken as expressed in Equation 4.9.

RMSE =
√

1
N ∑N

i=1 (xi − yi)2 (4.9)

where xi and yi represent the Collected Subjective MOS and the Predicted MOS respectively. N is

the number of instances used to train or test the models.

g Receivers Operating Characteristics/ Area Under the Curve

ROC is a plot of the True Positive Rate against the False Positive Rate where the formulas for True

Positive and False Positive Rates. ROC is a two-dimensional graphical illustration of the trade-o�

between the True Positive Rate (Sensitivity) and False Positive Rate (1-Speci�city). According

to [51], it illustrates the behavior of a classi�er without having to take class distribution into

much consideration.
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R E S U L T S A N A LY S I S A N D D I S C U S S I O N

Experimentation results and performance evaluation comparisons of the resulting QoE estima-

tion models are discussed here. The chapter begins with the correlational analysis between

the QoS features measurements values and their corresponding MOS values. Developed models

performance results are then discussed next.

5.1 correlation between qos attributes and qoe

The e�ects of selected QoS attributes on QoE as perceived subjectively by the user are exam-

ined. To understand the strength of the relationships between the independent variables (QoS

features) and the dependent variable (MOS values) are further compared using Pearson’s Corre-

lation Coe�cient (PCC) or R values.

When we see the correlation between RTT and end-user QoE, it is an exponentially degrading

scatter plot as depicted in Figure 5.1a. When RTT measurements are concentrated around the

X-axis (near to zero), the curve is observed to be at MOS = 5. However, when RTT values increase

to one or two seconds, MOS rates go sharply down to 2. For RTT values between 3 seconds to 8

seconds, user QoE becomes the worst possible (or MOS = 1). R value for RTT is, R = -0.87, showing

that QoE is strongly correlated with RTT. The negative sign (-) indicates that RTT has a degrading

impact on user QoE.

Likewise, when there is no jitter (jitter values = 0), corresponding MOS values become maximum

(MOS = 5). Nevertheless, when jitter raises to some fractions of seconds, the exponential curve

drastically falls down to MOS = 3. At jitter values approximately from 0.005 to 0.02 seconds, MOS

becomes 2. At around 0.02 seconds or 20 Millisecond (ms), MOS scores become the worst (MOS

= 1) and remain there for all higher jitter measurements as shown in Figure 5.1b. Since jitter

values vary greatly, the exponential curve looks like Figure 5.1b. For jitter, R = -0.524 indicates

that jittter and MOS scores have an inverse correlation. On the other hand, when network jitter

increases, the users QoE level degrades or vice versa.
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(a) RTT vs QoE (b) Jitter vs QoE

Figure 5.1: Correlation between RTT and Jitter against User QoE

Correlational relationship between LR and QoE is also expressed by the resulting R scores, R = -

0.46. LR’s resulting curve is an exponentially degrading curve similar to that of RTT and jitter. On

the other hand, when the number of messages lost in the network increases, Internet user MOS

becomes lower or vice versa. Unlike RTT, jitter and LR, throughput exhibited a positive, but the

weakest correlation with R = +0.25. The positive(+) shows that the scatter plot is an increasing

logarithmic curve indicating that when throughput increases, user QoE also increases or vice

versa.

Similar �ndings (PLR (R = -0.91), PRR (r = -0.95) and VBR (r = +0.97)) were found in [4]. Here, the

degree of correlation between the QoS features and QoE rates is weaker. This could be attributed

to the subjective nature our data and measurement accuracy problems of our data collection

tool.

5.2 models performance analysis

Here, we summarize the performance comparisons of our developed prediction models. Accu-

racy performances of the three ML algorithms using RStudio and WEKA for the ten-fold CV tech-

nique are �rst evaluated. Tools accuracy results show that both tools (RStudio and WEKA) have

very close experimentation performances. In other words, All ML algorithms have no signi�cant

performance gap in both tools. This gives us more con�dence to pursue our experimentation

using the WEKA workbench to build our estimation models.
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Accuracy is an important metric and we use the term overall accuracy, because accuracy values

di�er among the �ve MOS classes. The �nal accuracy values are the average of all individual

MOS accuracy scores. Table 5.1 shows that RF outperforms both ANN and KNN with an overall

accuracy of 98.39% in the ten-fold CV. ANN and KNN have overall accuracy performances of

77.58% and 87.48% respectively. Coming to RMSE as shown in Table 5.1, RF is the best with an

RMSE value of 0.07. Nonetheless, ANN and KNN have RMSE scores of 0.26 and 0.22 respectively.

So, taking accuracy and RMSE as performance metrics, RF is the best of all three whereas, ANN

is the least performer.

(a) Precision (b) Recall

(c) F-Measure

Figure 5.2: Models’ Recall, Precision and F-Measure Performances

Figure 5.2 depicts precision, recall and F-measure respectively. Each MOS label is represented

with di�erent bar-plots indicating each algorithm performs di�erently for each of the Bad, Poor,

Good Fair and Excellent QoE labels. The precision, recall and F-measure performances of RF is

almost perfect for all MOS classes. ANN and KNN have comparable precision performances with

KNN becoming slightly better than ANN in recall and F-measure. The excellent performance by

RF for all �ve MOS classes agrees with the �ndings in [45] and [51]. The excellent performance

by RF is because, it is less a�ected by class imbalances in comparison to other algorithms like

ANN [51].
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Table 5.1: Models Performance Summary

Validation Techniques
Algorithms
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Ten-fold CV

ANN 23.21 178 77.59 79.1 77.6 89.1 77.6 0.26

KNN 0.01 90 87.49 87.4 87.5 92.0 87.4 0.22

RF 17.79 177 98.39 98.4 98.4 99.7 98.4 0.07

Separate Test

ANN 8.95 0.04 85.30 84.5 85.5 94.1 85.2 0.22

KNN 0.02 14.53 87.03 87.0 87.0 90.7 87.0 0.23

RF 7.5 0.78 98.63 98.6 98.6 99.5 98.6 0.07

The summary of performances is depicted in Table 5.1. In ten-fold CV, the average precision,

recall and F-measure for ANN is 79.1%, 77.6% and 77.6% respectively. KNN scores an average pre-

cision, recall and F-measure values of 87.4%, 87.5% and 87.4% respectively. RF outperforms both

by achieving almost equally 98.4% for precision, recall and F-measures performances. So, in ten-

fold, RF yields a very good performance and both KNN and ANN also achieve good performances

with KNN signi�cantly performing better than ANN.

In the separate test, signi�cant models performance variations are observed. Looking at Ta-

ble 5.1 once more, ANN’s the overall accuracy is improved to 85.3% in ten-fold. However, this is

not the case for KNN and RF that produce an overall accuracy of 87.03% and 98.63% respectively

that show little improvements. Therefore, both ANN improved its performances in the separate

test method.

In the separate test method, the average precision, recall and F-measure of ANN are 84.5%, 85.5%

and 85.2% respectively exhibiting a signi�cant improvement from the ten-fold technique. KNN

scores the same (87.0% )in precision, recall and F-measure in the separate test to again become

the second-best QoE estimation model. However, RF performs exceptionally well with the same

performance of 98.6% in precision, recall and F-measure. The RMSE scores in the separate test

technique remains almost similar to that of the ten-fold for all three models. Overall, RF with

an accuracy of 98.6% and RMSE 0.07 is once the best performer in the separate test method.
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The model building and evaluation times are important because, the models are going to be

implemented in real-time. In the ten-fold CV method with building and evaluation time of 23.21

and 178 Seconds respectively, ANN is the slowest algorithm. In both methods, KNN has the least

building time with less than 0.02 Seconds. However, in the separate test, ANN with 0.04 Seconds

has the least evaluation time.

Observing Figure A.1 in Appendix A, the diagonal values from the bottom-left to the top-right

corner of the graphs represent the trade-o� between the Sensitivity (True Positive Rate) and 1-

Speci�city (False Positive Rate) for the produced models. This diagonal line has an Area Under

the Curve (AUC) value of 0.5 and all AUCs should be above this threshold. For a well-performing

classi�er, the ROC curve needs to be drawn as far to the top left-hand corner as possible. As

shown in Figure A.1, �ve ROC curves are drawn per each MOS class to get a better visualization

of the performances of the algorithms. The average ROC performance comparisons of each

algorithm for the 10-fold CV and separate test (supplied test) is included in Table 5.1.

Though class imbalances have partially been improved using the SMOTE algorithm, there is still

dataset imbalance among the MOS classes. RF produces a perfect ROC curve for all �ve MOS with

an AUC score of 99.7% in the ten-fold CV. In other words, RF has the best ROC stretching to the top

left corner of the picture i.e. the upper 900 (0,1) covering large AUC. ANN and KNN achieve AUC of

89.1% and 92% respectively. Generally MOS classes with good sample representatives performed

well than those that have fewer samples in ANN and KNN. This strengthens the �ndings in [45]

and [51] that RF is less a�ected by class imbalance in comparison to similar ML algorithms.

In conclusion, RF is the best model that perfectly �ts our QoE prediction solution based on the

evaluation criteria used in this thesis. This can be because in addition to its robustness to class

imbalance problems, RF is built out of many decision tree algorithms out of which the best

model is selected using majority votes among the tree models. Similar outputs were found in

[19] and [45], where RF outperforms ANN, KNN and M5P decision tree. Therefore, out of the three

QoE estimation models proposed here, RF is the best model. For the experimentation techniques,

ANN shows signi�cant improvement in the separate test; whereas, both KNN and RF produce

comparable results in the ten-fold and separate test methods.

5.3 models validation performances

After developing our QoE estimation models, it is important to quantify how well they �t to

future real observations. One of the simplest methods is to validate the models using test sets
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and measure the errors between the estimated and user collected MOS label counts. To validate

performance accuracy of our multi-class MOS estimation models, we used the test sets. Here,

all MOS labels are removed so that each model produces its own MOS labels for the unlabeled

datasets based on the patterns that have been learned in the training stages.

Figure 5.3: Validation Performances of ANN, KNN and RF Estimation Models

This provides an insight into the models’ estimation accuracy when implemented in real telecom-

munications networks. The di�erences between the collected and predicted values are found

by subtracting the estimated MOS counts from the collected MOS counts per each MOS label. As

shown in Figure 5.3, if collected MOS counts are greater than models produced MOS counts for

each QoE label, prediction errors become positive errors(red bargraphs) and lie above the X-axis.

However, if the number of collected MOSs are smaller than models’ produced MOS counts, pre-

diction errors become negative and lie below the X-axis. Otherwise, if the models are accurate

enough then their prediction errors become zero that is to mean, they have no or have very

small validation errors.

Table 5.2: Validation Results of MOS Prediction Models

Validation Method Test Set Size
MAE R

ANN KNN RF ANN KNN RF

Separate Test 15582 Instances 0.45 0.25 0.02 0.76 0.84 0.99
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RF is the best model having very small prediction errors for all class labels as shown in Figure 5.3.

KNN comes second with estimation errors observed slightly bigger than that of RF for all �ve

MOS labels. However, ANN have larger prediction errors and it is the least accurate model. Mean

Absolute Error (MAE) and R are also used to show the models’ validation accuracy. ANN, KNN

and RF have MAE of 0.45, 0.25 and 0.02 respectively. MAE is chosen because it gives a good insight

into the MOS prediction accuracy. As shown in Table 5.2, R values for ANN, KNN and RF are 0.76,

0.84 and 0.99 respectively. This shows that RF has produced almost identical MOS labels to that

of the collected MOS labels. So, RF is the most accurate and validated estimation model built in

this thesis work.



6
C O N C L U S I O N A N D R E C O M M E N D AT I O N

6.1 conclusion

Collecting telecom users’ QoE is one of the most important challenges for all TSPs. QoS focused

quality management approaches have been used to overcome these challenges. However, this

approach has been ine�ective since QoE is the cumulative impact of many technical and percep-

tual factors. Therefore, QoE approaches are more preferable than QoS approaches in improving

service quality for telecom services. Here, we propose ML-based QoE estimation solutions for

UMTS networks in real-time.

First, non-linear relationships between the collected QoS features and QoE ratings are explored.

Correlational results show that RTT, jitter and LR have a negative impact on user QoE. In other

words, when measurements of these features increase, user QoE degrades or vice versa. The

scatter plot between RTT, jitter and LR against user QoE also follows an exponentially degrading

curve. Throughput against QoE, in turn, follows a logarithmically increasing curve, indicating

a positive e�ect on user QoE. Meaning, when throughput increases, user QoE also improves, or

vice versa. PCC or R results show that RTT has the highest in�uence on user QoE with R = -0.87.

However, throughput has the least in�uencing QoS feature with R = +0.25. Similarly, jitter and

LR have R values of -0.52 and -0.46 respectively.

ML models training and testing accuracy has been compared. RF produces an overall accuracy

of 98.41%. KNN, with an accuracy of 87.49% is signi�cantly better than ANN that has an accuracy

of 77.59% as obtained from the ten-fold CV experimentation technique. RF is the best performer

model as it is also observed in all performance metrics. In the separate test technique, the per-

formance of RF is excellent with an overall accuracy of 98.63%. KNN scores an overall accuracy

of 87.03%. The performance of ANN shows good improvement with an accuracy of 85.30% in

the separate test, but ANN is still the least performer.

The proposed models are validated using test sets, but with MOS labels removed now to match

the nature of real Internet tra�cs. Analysis results show that RF almost correctly estimates all
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MOS labels having MAE and R values of 0.02 and 0.99 respectively. ANN and KNN produce MAE

values of 0.25 and 0.45 respectively, and R values of 0.76 and 0.84 in that order. Generally, all

models produce acceptable performances, but RF is the best of all three. The reason is, RF chooses

the best model among multiple decision tree models using majority votes and it is less sensitive

to data imbalance imbalance problem.

Our QoE estimation models can serve as better solutions in collecting QoE for video streaming

services under varying network conditions in real-time. Since there is a paradigm shift from

the traditional QoS-based to a more user-centric approach, our solutions have the potential to

be good solutions if implemented in the telecom environment.

6.2 recommendation

Our ML models could be of great importance to Ethio telecom in estimating user QoE for UMTS

video streaming services. Our recommendations to future to Ethio telecom and future researchers

are listed as follows.

• The correlational analysis results will help Ethio telecom or any other TSP in identifying

which network factors are a�ecting Internet network performances.

• The proposed models if implemented will be more practical solutions to collect real time

user satisfaction from Internet users.

• Our work is limited to YouTube-based video streaming services in UMTS, future works

may include other Internet services and technologies like LTE.

• Results show, datasets with good sample representatives are more accurately predicted

than the under-sampled datasets. So, more accurate models could be obtained by increas-

ing training datases for our under-sampled datasets.

• Here, as most users are streaming service users, only downstream QoS measurements are

used. Future works may include the upstream QoS measurements as additional features

so that their solution will predict two-way Internet tra�c.

• Since our crowdsourcing tool does not support location information, the spatio-temporal

analysis of the collected data is not part of our work. Future studies may consider time

and location data analysis.
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a.1 roc curves
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(c) MOS=3 (d) MOS=4

(e) MOS=5

Figure A.1: Models ROC Curve Performances
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a.2 sample dataset

Figure A.2: Training Dataset Sample

a.3 sample script in rstudio

Figure A.3: Sample RStudio Script for RF Experimentation

a.4 acqua application usage instructions
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Figure A.4: ACQUA-based Crowd-sourcing Survey Steps
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